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Old and important!
Sequential setting .. easy! Dijkstra!
What about parallel or distributed settings? Much harder!
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- Communication in synchronous rounds. Local computation inbetween.
- Each round neighbors exchange $\tilde{O}(1)$-bit msgs.
- Initially: nodes know only their neighbors' IDs and incident weights.
- Objective: minimize \# rounds.
- Note: $D$ does not depend on the weights.

Main result: We design a distributed $(1+\varepsilon)$-SSSP algorithm, when run on a network $G$, is $n^{o(1)}$-competitive with the fastest possible SSSP algorithm on $G$.

Main result: We design a distributed $(1+\varepsilon)$-SSSP algorithm, when run on a network $G$, is $n^{o(1)}$-competitive with the fastest possible SSSP algorithm on $G$.

Related work.

[Li; 2020]
[ASZ; 2020]
Distributed.

Main result: We design a distributed $(1+\varepsilon)$-SSSP algorithm, when run on a network $G$, is $n^{o(1)}$-competitive with the fastest possible SSSP algorithm on $G$.

Related work.

[Li; 2020]
[ASZ; 2020]
Distributed.
$(1+\varepsilon)$-apx in $\tilde{O}(\sqrt{n}+D)$ rounds.
[BFKL; 2016]

Main result: We design a distributed $(1+\varepsilon)$-SSSP algorithm, when run on a network $G$, is $n^{\circ(1)}$-competitive with the fastest possible SSSP algorithm on $G$.

## Related work.

Parallel.
$\overline{(1+\varepsilon)}$-apx with $\tilde{O}(1)$ depth and $\tilde{O}(m)$ work.
[Li; 2020]
[ASZ; 2020]
Distributed.
$(1+\varepsilon)$-apx in $\tilde{O}(\sqrt{n}+D)$ rounds.
$n^{o(1)}$-apx in $O P T(G) \cdot n^{o(1)}$ rounds.
[BFKL; 2016]
[Haeupler, Li; 2018]

What is OPT $(G)$ ?
Def: Any correct SSSP algorithm on $G$ requires $\geq O P T(G)$ rounds.

Main result: We design a distributed $(1+\varepsilon)$-SSSP algorithm, when run on a network $G$, is $n^{o(1)}$-competitive with the fastest possible SSSP algorithm on $G$.

## Related work.

Parallel.
$\overline{(1+\varepsilon)}$-apx with $\tilde{O}(1)$ depth and $\tilde{O}(m)$ work.
[Li; 2020]
[ASZ; 2020]
Distributed.
$(1+\varepsilon)$-apx in $\tilde{O}(\sqrt{n}+D)$ rounds.
$n^{o(1)}$-apx in $O P T(G) \cdot n^{o(1)}$ rounds.
$(1+\varepsilon)$-apx in OPT $(G) \cdot n^{o(1)}$ rounds.
[BFKL; 2016]
[Haeupler, Li; 2018]
This talk.

What is OPT $(G)$ ?
Def: Any correct SSSP algorithm on $G$ requires $\geq O P T(G)$ rounds.

Main result: We design a distributed $(1+\varepsilon)$-SSSP algorithm, when run on a network $G$, is $n^{o(1)}$-competitive with the fastest possible SSSP algorithm on $G$.

## Related work.

Parallel.
$\overline{(1+\varepsilon)}$-apx with $\tilde{O}(1)$ depth and $\tilde{O}(m)$ work.
[Li; 2020]
[ASZ; 2020]
Distributed.
$(1+\varepsilon)$-apx in $\tilde{O}(\sqrt{n}+D)$ rounds.
$n^{o(1)}$-apx in $O P T(G) \cdot n^{o(1)}$ rounds.
$(1+\varepsilon)$-apx in $\operatorname{OPT}(G) \cdot n^{o(1)}$ rounds.
[BFKL; 2016]
[Haeupler, Li; 2018]
This talk.

What is $O P T(G)$ ?
Def: Any correct SSSP algorithm on $G$ requires $\geq O P T(G)$ rounds. Any $\left(O P T(G) \cdot n^{\circ(1)}\right)$-round algo is called (almost) universally optimal.

Main result: We design a distributed $(1+\varepsilon)$-SSSP algorithm, when run on a network $G$, is $n^{o(1)}$-competitive with the fastest possible SSSP algorithm on $G$.

## Related work.

Parallel.
$\overline{(1+\varepsilon)}$-apx with $\tilde{O}(1)$ depth and $\tilde{O}(m)$ work.
[Li; 2020]
[ASZ; 2020]
Distributed.
$(1+\varepsilon)$-apx in $\tilde{O}(\sqrt{n}+D)$ rounds.
$n^{o(1)}$-apx in $O P T(G) \cdot n^{o(1)}$ rounds.
$(1+\varepsilon)$-apx in $\operatorname{OPT}(G) \cdot n^{o(1)}$ rounds.
[BFKL; 2016]
[Haeupler, Li; 2018]
This talk.

What is $O P T(G)$ ?
Def: Any correct SSSP algorithm on $G$ requires $\geq O P T(G)$ rounds. Any $\left(O P T(G) \cdot n^{\circ(1)}\right)$-round algo is called (almost) universally optimal. Thm: $\operatorname{OPT}(G)=_{\tilde{\Theta}(1)}$ ShortcutQuality $(G)$ [Haeupler, Wajc, Zuzic; 2021]

## (1) Introduction

(2) Main Ideas

- Idea 1: Transshipment generalizes shortest path (prior work)
- Idea 2: Transshipment boosting (prior work)
- Idea 3: Approximately Solving Transshipment (main contrib)
- Idea 4: Distributed Implementation (contribution)
(3) Conclusion

Idea 1: Transshipment generalizes shortest path (prior work)
Transshipment.

## Idea 1: Transshipment generalizes shortest path (prior work)

Transshipment. Given a graph $G=(V, E)$ and a demand vector $d \in \mathbb{R}^{V}$ satisfying $\sum_{V} d(v)=0$. Find a flow of minimum cost that satisfies the demands.

Transshipment. Given a graph $G=(V, E)$ and a demand vector $d \in \mathbb{R}^{V}$ satisfying $\sum_{v} d(v)=0$. Find a flow of minimum cost that satisfies the demands.


Idea 1: Transshipment generalizes shortest path (prior work)
Transshipment. Given a graph $G=(V, E)$ and a demand vector $d \in \mathbb{R}^{V}$ satisfying $\sum_{v} d(v)=0$. Find a flow of minimum cost that satisfies the demands.


Transshipment. Given a graph $G=(V, E)$ and a demand vector $d \in \mathbb{R}^{V}$ satisfying $\sum_{v} d(v)=0$. Find a flow of minimum cost that satisfies the demands.


Also known as: uncapacitated min-cost flow, Wasserstein metric, optimal transport, transshipment.

Transshipment. Given a graph $G=(V, E)$ and a demand vector $d \in \mathbb{R}^{V}$ satisfying $\sum_{V} d(v)=0$. Find a flow of minimum cost that satisfies the demands.


Also known as: uncapacitated min-cost flow, Wasserstein metric, optimal transport, transshipment.

Note. Generalizes $(s-t)$ shortest path. (Also generalizes SSSP.)
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(1) For each $i$, the center $c_{i}$ is within distance $\rho$ of every other node in the induced subgraph $G\left[S_{i}\right]$, w.h.p.
(2) For all $x, y \in V$, the probability $x, y$ are in different clusters is at most $2^{\sqrt{\log n}} \cdot \frac{\operatorname{dist}_{G}(u, v)}{\rho}$.

[Miller, Peng, Xu; 2013]

## Idea 3: Approximately Solving Transshipment (main contrib)

Goal: find an approximate dual solution

## Prerequisite: Low-diameter decomposition (LDD).

## Definition

For a graph $G$, a low-diameter decomposition (LDD) of radius $\rho$ is a distribution over node partitions called clusters $V=S_{1} \sqcup \ldots \sqcup S_{k}$ along with centers $c_{1} \in S_{1}, \ldots, c_{k} \in S_{k}$ such that:
(1) For each $i$, the center $c_{i}$ is within distance $\rho$ of every other node in the induced subgraph $G\left[S_{i}\right]$, w.h.p.
(2) For all $x, y \in V$, the probability $x, y$ are in different clusters is at most $2^{\sqrt{\log n}} \cdot \frac{\operatorname{dist}_{6}(u, v)}{\rho}$.

Theorem (Prior work [Haeupler, Li; 2018])
LDDs can be sampled in OPT $(G) n^{\circ(1)}$ CONGEST rounds.

[Miller, Peng, Xu; 2013]
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## Idea 3: Approximately Solving Transshipment (main contrib)

## Algorithm 0: Oblivious routing for TS.

(1) Let $\rho:=2^{(\log n)^{3 / 4}}$ (LDD radius).
(2) For $i=1,2, \ldots,(\log n)^{1 / 4}$ repeat the following:
(1) For $j=1,2, \ldots, g:=2^{(\log n)^{3 / 4}}$.
(1) Sample an LDD with radius $\rho^{i}$.
(2) Each $v$ sends $\frac{1}{g}$-fraction of its demend to the center of cluster containing $v$.
(2) Update the demand to reflect the transport.
(3) Route all remaining demand to a common node along any spanning tree.

When $i=(\log n)^{1 / 4}$, radius is $\rho^{i}=\operatorname{poly}(n)$ and LDD has a single cluster.

## Analysis intuition.

Question: how does OPT change between steps?
Fix $u, v$ at distance $\ell$. Suppose at some step
$d(u)=+1, d(v)=-1, d($ all else $)=0$. Clearly, $\mathrm{OPT}_{\text {before }}=\ell$. Suppose we sampled an LDD of radius $\rho$. How does OPT change?
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(2) Main Ideas

- Idea 1: Transshipment generalizes shortest path (prior work)
- Idea 2: Transshipment boosting (prior work)
- Idea 3: Approximately Solving Transshipment (main contrib)
- Idea 4: Distributed Implementation (contribution)
(3) Conclusion
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## Corollary

Transshipment can be solved in $n^{o(1)}$ Minor-Aggregation rounds. Hence it can be implemented in OPT $(G) \cdot n^{\circ(1)}$ CONGEST rounds.
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## Thank you!

